
  9  

O B J E C T I V E S     Studying this chapter should enable you to: 
•  Explain what is meant by the term 

“internal validity.” 
•  Explain what is meant by each of the 

following threats to internal validity 
and give an example of each: 

  a “subject characteristics” threat  
  a “mortality” threat  
  a “location” threat  
  an “instrumentation” threat  
  a “testing” threat  

  a “history” threat  
  a “maturation” threat  
  a “subject attitude” threat  
  a “regression” threat  
  an “implementation” threat    

•  Identify various threats to internal validity 
in published research articles. 

•  Suggest possible remedies for speci" c 
examples of the various threats to internal 
validity.  

         What Is Internal Validity?   

   Threats to Internal 
Validity  

  Subject Characteristics  
  Loss of Subjects (Mortality)  
  Location  
  Instrumentation  
  Testing  
  History  
  Maturation  
  Attitude of Subjects  
  Regression  
  Implementation   
  Factors That Reduce the 

Likelihood of Finding a 
Relationship  

   How Can a Researcher 
Minimize These Threats 
to Internal Validity?  

  Two Points to Emphasize    

Internal Validity 

TeacherM.D.

“You think that the
increase in your blood pressure
is due to the new class you’ve

been assigned. Is anything
else different?”

“Well, I have been
working longer hours, and
I’m on a new diet. Plus I

haven’t been getting much
sleep lately because our

new baby is colicky.”
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   Go to the Online Learning Center at 
www.mhhe.com/fraenkel8e to: 

•       Learn More About Internal Validity    

   Go to your online Student Mastery 
Activities book to do the following 
activities: 

•       Activity 9.1: Threats to Internal Validity  
•       Activity 9.2: What Type of Threat?  
•       Activity 9.3: Controlling Threats to Internal Validity      

  INTERACTIVE AND APPLIED LEARNING    After, or while, reading this chapter: 

    S  uppose the results of a study show that high school students taught by the inquiry method score higher on a test of critical 

thinking, on the average, than do students taught by the lecture method. Is this difference in scores due to the  difference 

in methods—to the fact that the two groups have been taught differently? Surely, the researcher who is conducting the study 

would like to conclude this. Your " rst inclination may be to think the same. This may not be a legitimate interpretation, however. 

 What if the students who were taught using the inquiry method were better critical thinkers to begin with? What if some of 

the students in the inquiry group were also taking a related course during this time at a nearby university? What if the teachers of 

the inquiry group were simply better teachers? Any of these (or other) factors might explain why the inquiry group scored higher 

on the critical thinking test. Should this be the case, the researcher may be mistaken in concluding that there is a difference in 

effectiveness between the two methods, for the obtained difference in results may be due  not  to the difference in methods but 

to something else. 

 In any study that either describes or tests relationships, there is always the possibility that the relationship shown in the data is, 

in fact, due to or explained by something else. If so, the relationship observed is not at all what it seems and it may lose whatever 

meaning it appears to have. Many alternative hypotheses may exist, in other words, to explain the outcomes of a study. These 

alternative explanations are often referred to as  threats to internal validity,  and they are what this chapter is about. 

What Is Internal Validity?
  Perhaps unfortunately, the term  validity  is used in three 
different ways by researchers. In addition to internal 
validity, which we discuss in this chapter, you will see 
reference to instrument (or measurement) validity, as 
discussed in Chapter 8, and external (or generalization) 
validity, as discussed in Chapter 6. 

 When a study has    internal validity   , it means that any 
relationship observed between two or more variables 
should be unambiguous as to what it means rather than 
being due to “something else.” The “something else” 
may, as we suggested above, be any one (or more) of a 
number of factors, such as the age or ability of the sub-
jects, the conditions under which the study is conducted, 
or the type of materials used. If these factors are not in 
some way or another controlled or accounted for, the re-
searcher can never be sure that they are not the reason for 
any observed results. Stated differently, internal  validity 
means that observed differences on the dependent 

variable are directly related to the independent variable, 
and not due to some other unintended variable. 

 In qualitative research, a study is said to have good 
internal validity if alternative explanations (the “some-
thing else”) have been systematically ruled out. Toward 
that goal, qualitative researchers should have a plan for 
how they treat discrepant or discon! rming data. Regard-
less of whether a study is qualitative or quantitative, if 
these “rival hypotheses” are not controlled or accounted 
for in some way, the researcher can never be sure that 
they are not the reason for any observed results. 

 Consider this example. Suppose a researcher ! nds a 
correlation of .80 between height and mathematics test 
scores for a group of elementary school students (grades 
1–5)—that is, the taller students have higher math 
scores. Such a result is quite misleading. Why? Because 
it is clearly a by-product of age. Fifth-graders are taller 
and better in math than ! rst-graders simply because they 
are older and more developed. To explore this relation-
ship further is pointless; to let it affect school practice 
would be absurd. 
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or a    subject characteristics threat.    In our example of 
teacher expectations and class disruptive behavior, the 
ability level of the class ! ts this category. In studies that 
compare groups, subjects in the groups may differ on 
such variables as age, gender, ability, socioeconomic 
background, and the like. If not controlled, these vari-
ables may explain away whatever differences between 
groups are found. The list of such subject characteristics 
is virtually unlimited, but some examples that might af-
fect the results of a study include: 

 Or consider a study in which the researcher hypoth-
esizes that, in classes for learning-disabled students, 
teacher expectation of student failure is related to 
amount of disruptive behavior. Suppose the researcher 
! nds a high correlation between these two variables. 
Should he or she conclude that this is a meaningful re-
lationship? Perhaps. But the correlation might also be 
explained by another variable, such as the ability level 
of the class (classes low in ability might be expected to 
have more disruptive behavior  and  higher teacher ex-
pectation of failure).  *    

 In our experience, a systematic consideration of 
possible    threats to internal validity    receives the least 
 attention of all the aspects of planning a study. Often, 
the possibility of such threats is not discussed at all. 
Probably this is because their consideration is not seen 
as an essential step in carrying out a study. Researchers 
cannot avoid deciding on what variables to study, or 
how the sample will be obtained, or how the data will 
be collected and analyzed. They can, however, ignore 
or simply not think about possible alternative explana-
tions for the outcomes of a study until after the study is 
completed—at which point it is almost always too late 
to do anything about them. Identifying possible threats 
during the planning stage of a study, on the other hand, 
can often lead researchers to design ways of eliminat-
ing or at least minimizing these threats. 

 In recent years, many useful categories of possible 
threats to internal validity have been identi! ed. Although 
most of these categories were originally designed for 
application to experimental studies, some apply to other 
types of methodologies as well. We discuss the most im-
portant of these possible threats in this chapter. 

 Various ways of controlling for these threats have also 
been identi! ed. We discuss some of these in the remain-
der of this chapter and others in subsequent chapters.   

Threats to Internal Validity
  SUBJECT CHARACTERISTICS 
 The selection of people for a study may result in the 
individuals (or groups) differing from one another in 
unintended ways that are related to the variables to be 
studied. This is sometimes referred to as  selection bias,  

  * Can you suggest any other variables that would explain a high cor-
relation (should it be found) between a teacher’s expectation of fail-
ure and the amount of disruptive behavior that occurs in class? 

•       Age  
•       Strength  
•       Maturity  
•       Gender  
•       Ethnicity  
•       Coordination  
•       Speed  
•       Intelligence  

•       Vocabulary  
•       Attitude  
•       Reading ability  
•       Fluency  
•       Manual dexterity  
•       Socioeconomic status  
•       Religious beliefs  
•       Political beliefs    

 In a particular study, the researcher must decide, 
based on previous research or experience, which vari-
ables are most likely to create problems, and do his or 
her best to prevent or minimize their effects. In stud-
ies comparing groups, there are several methods of 
equating groups, which we discuss in Chapters 13 and 
16. In correlational studies, there are certain statistical 
techniques that can be used to control such variables, 
provided information on each variable is obtained. We 
discuss these techniques in Chapter 15.  

  LOSS OF SUBJECTS (MORTALITY) 
 No matter how carefully the subjects of a study are se-
lected, it is common to “lose” some as the study progresses 
( Figure 9.1 ). This is known as a    mortality threat   . For one 
reason or another (for example, illness, family relocation, 
or the requirements of other activities), some individuals 
may drop out of the study. This is especially true in most 
intervention studies, since they take place over time.  

 Subjects may be absent during the collection of data 
or fail to complete tests, questionnaires, or other instru-
ments. Failure to complete instruments is especially a 
problem in questionnaire studies. In such studies, it is 
not uncommon to ! nd that 20 percent or more of the 
subjects involved do not return their forms. Remember, 
the actual sample in a study is not the total of those se-
lected but only those from whom data are obtained. 

 Loss of subjects, of course, not only limits generaliz-
ability but also can introduce bias— if   those subjects who 
are lost would have responded differently from those 
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dropped out would have. It is more likely, in fact, that 
they will  not . Can you see why?  *    

 It is sometimes possible for a researcher to argue that 
the loss of subjects in a study is not a problem. This is 
done by exploring the reasons for such loss and then 
offering an argument as to why these reasons are not rel-
evant to the particular study at hand. Absence from class 
on the day of testing, for example, probably would not 
in most cases favor a particular group, since it would be 
incidental rather than intentional—unless the day and 
time of the testing was announced beforehand. 

 Another attempt to eliminate the problem of mor-
tality is to provide evidence that the subjects lost were 
similar to those remaining on pertinent characteristics 
such as age, gender, ethnicity, pretest scores, or other 
variables that presumably might be related to the study 
outcomes. While desirable, such evidence can never 
demonstrate conclusively that those subjects who were 
lost would not have responded differently from those 
who remained. When all is said and done, the best solu-
tion to the problem of mortality is to do one’s best to 
prevent or minimize the loss of subjects. 

 Some examples of a mortality threat include the 
following: 

•       A high school teacher decides to teach his two 
English classes differently. His one o’clock class 
spends a large amount of time writing analyses of 
plays, whereas his two o’clock class spends much 
time acting out and discussing portions of the 
same plays. Halfway through the semester, several 
 students in the two o’clock class are excused to par-
ticipate in the annual school play—thus they are 
“lost” from the study. If they, as a group, are better 
students than the rest of their class, their loss will 
lower the performance of the two o’clock class.  

•       A researcher wishes to study the effects of a new diet 
on building endurance in long-distance runners. She 
receives a grant to study, over a two-year  period, a 
group of such runners who are on the track team at 
several nearby high schools in a large urban school 
district. The study is designed to compare runners 
who are given the new diet with similar runners in the 
district who are not given the diet. About 5 percent of 
the runners who receive the diet and about 20 percent 
of those who do not receive the diet, however, are 

from whom data were obtained. Many times this is quite 
likely, since those who do not respond or who are absent 
probably act this way for a reason. In the example we 
presented earlier in which the researcher was studying 
the possible relationship between amount of disruptive 
behavior by students in class and teacher expectations of 
student failure, it is likely that those teachers who failed 
to describe their expectations to the researcher (and who 
would therefore be “lost” for the purposes of the study) 
would differ from those who did provide this informa-
tion in ways affecting disruptive behavior. 

 In studies comparing groups, loss of subjects proba-
bly will not be a problem if the loss is about the same in 
all groups. But if there are sizable differences between 
groups in terms of the numbers who drop out, this is 
certainly a conceivable alternative explanation for what-
ever ! ndings appear. In comparing students taught by 
different methods (lecture versus discussion, for exam-
ple), one might expect the poorer students in each group 
to be more likely to drop out. If more of the poorer stu-
dents drop out of either group, the other method may 
appear more effective than it actually is. 

 Of all the threats to internal validity, mortality 
is perhaps the most dif! cult to control. A common 
misconception is that the threat is eliminated simply 
by replacing the lost subjects. No matter how this 
is done—even if they are replaced by new subjects 
 selected randomly—researchers can never be sure that 
the replacement subjects will respond as those who 

“I’m afraid my thesis
is in big trouble! I lost

25 percent of my
experimental group.”

“Good grief!
What did you
do to them?”

   Figure 9.1 A Mortality Threat to Internal Validity 

  * Since those who drop out have done so for a reason, their replace-
ments will be different at least in this respect; thus, they may see 
things differently or feel differently, and their responses may accord-
ingly be different. 
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seniors, and they graduate at the end of the ! rst year 
of the study. Because seniors are probably better run-
ners, this loss will cause the remaining no-diet group 
to appear weaker than the diet group.     

  LOCATION 
 The particular locations in which data are collected, 
or in which an intervention is carried out, may cre-
ate alternative explanations for results. This is called 
a    location threat   . For example, classrooms in which 
students are taught by, say, the inquiry method may 
have more resources (texts and other supplies, equip-
ment, parent support, and so on) available to them 
than classrooms in which students are taught by the 
lecture method. The classrooms themselves may be 
larger, have better lighting, or contain better-equipped 
workstations. Such variables may account for higher 
performance by students. In our disruptive behavior 
versus teacher expectations example, the availability 
of support (resources, aides, and parent assistance) 
might explain the correlation between the major vari-
ables of interest. Classes with fewer resources might 
be expected to have more disruptive behavior and 
higher teacher expectations of failure. 

 The location in which tests, interviews, or other in-
struments are administered may affect responses ( Fig-
ure 9.2 ). Parent assessments of their children at home 
may be different from assessments of their children at 
school. Student performance on tests may be lower if 
tests are given in noisy or poorly lighted rooms. Ob-
servations of student interaction may be affected by 
the physical arrangement of certain classrooms. Such 

differences might provide defensible alternative expla-
nations for the results in a particular study.  

 The best method of control for a location threat is 
to hold location constant—that is, keep it the same for 
all participants. When this is not feasible, the researcher 
should try to ensure that different locations do not sys-
tematically favor or jeopardize the hypothesis. This may 
require the collection of additional descriptions of the 
various locations. 

 Here are some examples of a location threat: 

•       A researcher designs a study to compare the effects 
of team versus individual teaching of U.S. history on 
student attitudes toward history. The classrooms in 
which students are taught by a single teacher have 
fewer books and materials than the ones in which 
students are taught by a team of three teachers.  

•       A researcher decides to interview counseling and spe-
cial education majors to compare their attitudes toward 
their respective master’s degree programs. Over a three-
week period, he manages to interview all of the students 
enrolled in the two programs. Although he is able to 
interview most of the students in one of the university 
classrooms, scheduling con# icts prevent this classroom 
from being available for him to interview the remainder. 
As a result, he interviews 20 of the counseling students 
in the coffee shop of the student union.     

  INSTRUMENTATION 
 The way in which instruments are used may also con-
stitute a threat to the internal validity of a study. As dis-
cussed in Chapter 8, scores from the instruments used 
in a study can lack evidence of validity. Lack of this 

“What do you think?” “What do you think?”

  Figure 9.2  Location Might Make a Difference 
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kind of validity does not necessarily present a threat to 
 internal  validity—but it may.  *    

  Instrument Decay.   Instrumentation can create 
problems if the nature of the instrument (including the 
scoring procedure) is  changed  in some way or another. 
This is usually referred to as    instrument decay   . This is 
often the case when the instrument permits different in-
terpretations of results (as in essay tests) or is especially 
long or dif! cult to score, thereby resulting in fatigue of 
the scorer ( Figure 9.3 ). Fatigue often happens when a 
researcher scores a number of tests one after the other; 
he or she becomes tired and scores the tests differently 
(for example, more rigorously at ! rst, more generously 
later). The principal way to control instrument decay is to 
schedule data collection and/or scoring so as to minimize 
changes in any of the instruments or scoring procedures.  

 Here are some examples of instrument decay: 

•       A professor grades 100 essay-type ! nal examina-
tions over a ! ve-hour period without taking a break. 
Each essay encompasses between 10 and 12 pages. 
He grades the papers of each class in turn and then 
compares the results.  

•       The administration of a large school district changes 
its method of reporting absences. Only students who 
are considered truant (absence is unexcused) are re-
ported as absent; students who have a written excuse 
(from parents or school of! cials) are not reported. 

The district reports a 55 percent decrease in absences 
since the new reporting system has been instituted.     

  Data Collector Characteristics.   The character-
istics of the data gatherers—an inevitable part of most 
instrumentation—can also affect results. Gender, age, 
ethnicity, language patterns, or other characteristics of 
the individuals who collect the data in a study may af-
fect the nature of the data they obtain ( Figure 9.4 ). If 
these characteristics are related to the variables being 
investigated, they may offer an alternative explanation 
for whatever ! ndings appear. Suppose both male and 
 female data gatherers were used in the prior example of 
a researcher wishing to study the relationship between 
disruptive behavior and teacher expectations. It might 
be that the female data collectors would elicit more 
 confessions of an expectation of student failure on the 
part of teachers and generate more incidents of disrup-
tive behavior on the part of students during classroom 
observations than would the males. If so, any correlation 
between teacher expectations of failure and the amount 
of disruptive behavior by students might be explained 
(at least partly) as an artifact of who collected the data.  

 The primary ways to control this threat include using 
the same data collector(s) throughout, analyzing data 
separately for each collector, and (in comparison-group 
studies) ensuring that each collector is used equally 
with all groups.  

  Data Collector Bias.   There is also the possibil-
ity that the data collector(s) and/or scorer(s) may un-
consciously distort the data in such a way as to make 
certain outcomes (such as support for the hypothesis) 

  * In general, we expect lack of validity of scores to make it  less  likely 
that any relationships will be found. There are times, however, when 
“poor” instrumentation can  increase  the chances of “phony” or “spu-
rious” relationships emerging. 

“Boy, I’m bushed!
Will I ever get finished
with these? Six more

to go!”

“Yep! Bound to
affect how he

grades those last
few papers!”

“He’s tired.”

“Hello! 
I’m interested in your

attitudes toward the police.
Please complete this

questionnaire.”

  Figure 9.3  An Example of Instrument Decay   Figure 9.4  A Data Collector Characteristics Threat 
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more likely. Examples include some classes being al-
lowed more time on tests than other classes; interview-
ers asking “leading” questions of some interviewees; 
observer knowledge of teacher expectations affecting 
quantity and type of observed behaviors of a class; and 
judges of student essays favoring (unconsciously) one 
instructional method over another. 

 The two principal techniques for handling    data col-
lector bias    are to standardize all procedures, which 
usually requires some sort of training of the data col-
lectors, and to ensure that the data collectors lack the 
information they would need to distort results—also 
known as  planned ignorance.  Data collectors should 
be either unaware of the hypothesis or unable to iden-
tify the particular characteristics of the individuals or 
groups from whom the data are being collected. Data 
collectors do not need to be told which method group 
they are observing or testing or how the individuals 
they are testing performed on other tests. 

 Some examples of data collector bias are as follows: 

•       All teachers in a large school district are interviewed 
regarding their future goals and their views on fac-
ulty organizations. The hypothesis is that those plan-
ning a career in administration will be more negative 
in their views on faculty organizations than those 
planning to continue teaching. Interviews are con-
ducted by the vice principal in each school. Teachers 
are likely to be in# uenced by the fact that the person 
interviewing them is the vice principal, and this may 
account for the hypothesis being supported.  

•       An interviewer unconsciously smiles at certain an-
swers to certain questions during an interview.  

•       An observer with a preference for inquiry methods 
observes more “attending behavior” in inquiry- 
identi! ed than noninquiry-identi! ed classes.  

•       A researcher is aware, when scoring the end-of-study 
examinations, which students were exposed to which 
treatment in an intervention study.      

  TESTING 
 In intervention studies, where data are collected over a 
period of time, it is common to test subjects at the begin-
ning of the intervention(s). By  testing,  we mean the use of 
any form of instrumentation, not just “tests.” If substantial 
improvement is found in posttest (compared to pretest) 
scores, the researcher may conclude that this improve-
ment is due to the intervention. An alternative explana-
tion, however, may be that the improvement is due to the 
use of the pretest. Why is this? Let’s look at the reasons. 

 Suppose the intervention in a particular study in-
volves the use of a new textbook. The researcher wants 
to see if students score higher on an achievement test 
if they are taught the subject using this new text than 
did students who have used the regular text in the past. 
The researcher pretests the students before the new text-
book is introduced and then posttests them at the end 
of a six-week period. The students may be “alerted” to 
what is being studied by the questions in the pretest, 
however, and accordingly make a greater effort to learn 
the material. This increased effort on the part of the stu-
dents (rather than the new textbook) could account for 
the improvement. It may also be that “practice” on the 
pretest by itself is responsible for the improvement. This 
is known as a    testing threat    ( Figure 9.5 ).  

 Consider another example. Suppose a counselor in 
a large high school is interested in ! nding out whether 
student attitudes toward mental health are affected by 
a special unit on the subject. He decides to administer 
an attitude questionnaire to the students before the unit is 
introduced and then administer it again after the unit 

“How’d you
do on the

final?”

“I killed it! I remembered the
questions on the ‘diagnostic’
test we took at the beginning

of the semester.”

  Figure 9.5  A Testing 
Threat to Internal 
Validity 
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is completed. Any change in attitude scores may be due 
to the students thinking about and discussing their opin-
ions as a result of the pretest rather than as a result of 
the intervention. 

 Notice that it is not always the administration of a 
pretest per se that creates a possible testing effect, but 
rather the “interaction” that occurs between taking the 
test and the intervention. A pretest sometimes can make 
students more alert to or aware of what may be about to 
take place, making them more sensitive to and respon-
sive toward the treatment that subsequently occurs. In 
some studies, the possible effects of pretesting are con-
sidered so serious that such testing is eliminated. 

 A similar problem is created if the instrumentation pro-
cess permits subjects to ! gure out the nature of the study. 
This is most likely to happen in single-group (correla-
tional) studies of attitudes, opinions, or similar variables 
other than ability. Students might be asked their opinions, 
for example, about teachers and also about different sub-
jects to test the hypothesis that student attitude toward 
teachers is related to student attitude toward the subjects 
taught. They may see a connection between the two sets of 
questions, especially if they are both included on the same 
form, and answer accordingly. 

 Some examples of testing threats are as follows: 

•       A researcher uses exactly the same set of problems to 
measure change over time in student ability to solve 
mathematics word problems. The ! rst administration 
of the test is given at the beginning of a unit of in-
struction; the second administration is given at the 

end of the unit of instruction, three weeks later. If 
improvement in scores occurs, it may be due to sen-
sitization to the problems produced by the ! rst test 
and the practice effect rather than to any increase in 
problem-solving ability.  

•       A researcher incorporates items designed to measure 
self-esteem and achievement motivation in the same 
questionnaire. The respondents may ! gure out what 
the researcher is after and react accordingly.  

•       A researcher uses pre- and posttests of anxiety level 
to compare students given relaxation training with 
students in a control group. Lower scores for the re-
laxation group on the posttest may be due to  the 
training, but they also may be due to sensitivity 
 (created by the pretest) to the training.     

  HISTORY 
 On occasion, one or more unanticipated, and unplanned 
for, events may occur during the course of a study that 
can affect the responses of subjects ( Figure 9.6 ). Such 
an event is referred to in educational research as a    his-
tory threat   . In the study we suggested of students being 
taught by the inquiry versus the lecture method, for ex-
ample, a boring visitor who dropped in on and spoke to 
the lecture class just before an upcoming examination 
would be an example. If the visitor’s remarks in some 
way discouraged or turned off students in the lecture 
class, they might have done less well on the examination 
than if the visitor had not appeared. Another example 
involves a personal experience of one of the authors of 

  Figure 9.6  A History 
Threat to Internal 
Validity 

“I don’t see how we’re
supposed to study with that
construction noise outside

all the time!”
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this text. He remembers clearly the day that President 
John F. Kennedy died, since he had scheduled an ex-
amination for that very day. The author’s students at that 
time, stunned into shock by the announcement of the 
president’s death, were unable to take the examination. 
Any comparison of examination results taken on this 
day with the examination results of other classes taken 
on other days would have been meaningless.  

 Researchers can never be certain that one group 
has not had experiences that differ from those of other 
groups. As a result, they should continually be alert to 
any such in# uences that may occur (in schools, for ex-
ample) during the course of a study. As you will see 
in Chapter 13, some research designs handle this threat 
better than do others. 

 Two examples of a history threat follow.  

•       A researcher designs a study to investigate the effects 
of simulation games on ethnocentrism. She plans to 
select two high schools to participate in an experi-
ment. Students in both schools will be given a pretest 
designed to measure their attitudes toward minority 
groups. School A will then be given the simulation 
games during their social studies classes over a three-
day period, and school B will watch travel ! lms. 
Both schools will then be given the same test to see 
if their attitude toward minority groups has changed. 
The researcher conducts the study as planned, but a 
special documentary on racial prejudice is shown in 
school A between the pretest and the posttest.  

•       The achievement scores of ! ve elementary schools 
whose teachers use a cooperative learning approach 
are compared with those of ! ve schools whose teach-
ers do not use this approach. During the course of the 
study, the faculty of one of the schools where coop-
erative learning is not used is engaged in a disruptive 
con# ict with the school principal.    

  MATURATION 
 Often, change during an intervention may be due to 
factors associated with the passing of time rather than 
to the intervention itself ( Figure 9.7 ). This is known as 
a    maturation threat   . Over the course of a semester, 
for example, very young students, in particular, will 
change in many ways simply because of aging and ex-
perience. Suppose, for example, that a researcher is 
interested in studying the effect of special grasping 
exercises on the ability of 2-year-olds to manipulate 
various objects. She ! nds that such exercises are as-
sociated with marked increases in the manipulative 
ability of the children over a six-month period. Two-
year-olds mature very rapidly, however, and the im-
provement in their manipulative ability may be due 
simply to this fact rather than the grasping exercises. 
Maturation is a serious threat only in studies using 
pre-post data for the intervention group, or in studies 
that span a number of years. The best way to control 
for maturation is to include a well-selected compari-
son group in the study.  

  Figure 9.7  Could 
Maturation Be at Work 
Here? 

“I’m much more
confident after a year in
that self-esteem class.”

“That’s great!”
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 Examples of a maturation threat are as follows: 

•       A researcher reports that students in liberal arts col-
leges become less accepting of authority between 
their freshman and senior years and attributes this to 
the many “liberating” experiences they have under-
gone in college. This may be the reason, but it also 
may be because they simply have grown older.  

•       A researcher tests a group of students enrolled in a 
special class for “students with artistic potential” 
every year for six years, beginning when they are 
age 5. She ! nds that their drawing ability improves 
markedly over the years.     

  ATTITUDE OF SUBJECTS 
 How subjects view a study and participate in it can 
also threaten internal validity. One example is the 
well-known    Hawthorne effect   , ! rst observed in the 
Hawthorne plant of the Western Electric Company 
some years ago. 1  It was accidentally discovered that 
productivity increased not only when improvements 
were made in physical working conditions (such as 
an increase in the number of coffee breaks and bet-
ter lighting) but also when such conditions were 
unintentionally made worse (for instance, the num-
ber of coffee breaks was reduced and the lighting 
was dimmed). The usual explanation for this is that 

the special attention and recognition received by the 
workers were responsible; they felt someone cared 
about them and was trying to help them. This positive 
effect, resulting from increased attention and recogni-
tion of subjects, has subsequently been referred to as 
the  Hawthorne effect.  

 It has also been suggested that recipients of an ex-
perimental treatment may perform better because of the 
novelty of the treatment rather than the speci! c nature 
of the treatment. It might be expected, then, that subjects 
who know they are part of a study may show improve-
ment as a result of a feeling that they are receiving some 
sort of special treatment—no matter what this treatment 
may be ( Figure 9.8 ).  

 An opposite effect can occur whenever, in interven-
tion studies, the members of the control group receive 
no treatment at all. As a result, they may become de-
moralized or resentful and hence perform more poorly 
than the treatment group. It may thus appear that the 
experimental group is performing better as a result of 
the treatment, when this is not the case. 

 One remedy for these    subject attitude threats    is 
to provide the control or comparison group(s) with a 
special or novel treatment comparable to that received 
by the experimental group. While simple in theory, this 
is not easy to do in most educational settings. Another 
possibility, in some cases, is to make it easy for stu-
dents to believe that the treatment is just a regular part 

“OK, Juan and Alicia, I know
you’re going to enjoy this. You’re

going to be a part of a very important
study with a professor from the

university. Won’t that
be exciting?” 

  Figure 9.8  The Attitude 
of Subjects Can Make a 
Difference 
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of instruction—that is, not part of an experiment. For 
example, it is sometimes unnecessary to announce that 
an experiment is being conducted. 

 Here are examples of a subject attitude threat: 

•       A researcher decides to investigate the possible re-
duction of test anxiety by playing classical music 
during examinations. She randomly selects 10 fresh-
man algebra classes from the ! ve high schools in a 
large urban school district. In ! ve of these classes, 
she plays classical music softly in the background 
during examinations. In the other ! ve (the control 
group), she plays no music. The students in the con-
trol group, however, learn that music is being played 
in the other classes and express some resentment 
when their teachers tell them that the music cannot 
be played in their class. This resentment may actu-
ally cause them to be more anxious during exams or 
intentionally to in# ate their anxiety scores.  

•       A researcher hypothesizes that critical thinking skill 
is correlated with attention to detail. He administers 
a somewhat novel test that provides a separate score 
for each variable (critical thinking and attention to 
detail) to a sample of eighth-graders. The novelty of 
the test may confuse some students, while others may 
think it is silly. In either case, the scores of these stu-
dents are likely to be lower on  both  variables because 
of the format of the test, not because of any lack of 
ability. It may appear, therefore, that the hypothesis 
is supported. Neither score is a valid indicator of 
ability for such students, so this particular attitudinal 
reaction creates a threat to internal validity.     

  REGRESSION 
 A    regression threat    may be present whenever change is 
studied in a group that is extremely low or high in its pre-
intervention performance ( Figure 9.9 ). Studies in special 
education are particularly vulnerable to this threat, since 
the students in such studies are frequently selected on the 
basis of previous low performance. The regression phe-
nomenon can be explained statistically, but for our pur-
poses it simply describes the fact that a group selected 
because of unusually low (or high) performance will, 
on the average, score closer to the mean on subsequent 
testing, regardless of what transpires in the meantime. 
Thus, a class of students of markedly low ability may 
be expected to score higher on posttests regardless of 
the effect of any intervention to which they are exposed. 
Like maturation, the use of an equivalent control or com-
parison group handles this threat—and this seems to be 
understood as re# ected in published research.  

  Some examples of a possible regression threat are as 
follows: 

•       An Olympic track coach selects the members of her 
team from those who have the fastest times during 
the ! nal trials for various events. She ! nds that their 
average time increases the next time they run, how-
ever, which she perhaps erroneously attributes to 
poorer track conditions.  

•       Those students who score in the lowest 20 percent on 
a math test are given special help. Six months later 
their average score on a test involving similar prob-
lems has improved, but not necessarily because of 
the special help.     

•       Minority students are less academically able than students 
from the dominant culture. (probable subject characteris-
tics, subject attitude, location, instrumentation, and history 
threats)  

•       People on welfare are lazy. (probable subject characteris-
tics, location, and history threats)  

•       Schooling makes students rebellious. (probable maturation 
and history threats)  

•       A policy of expelling students who don’t “behave” im-
proves a school’s test scores. (probable mortality threat)  

•       Indoctrination changes attitude. (probable testing threat)  
•       So-called miracle drugs cure intellectual retardation. 

(probable regression threat)  
•       Smoking marijuana leads eventually to using cocaine and 

heroin. (probable mortality threat)    

 Threats to Internal Validity 
in Everyday Life 

   C  onsider the following commonly held beliefs: 

•       Because failure often precedes suicide, it is therefore the 
cause of suicide. (probable history and mortality threats)  

•       Boys are genetically more talented in mathematics than are 
girls. (probable subject attitude and history threats)  

•       Girls are genetically more talented in language than are 
boys. (probable history and subject attitude threats)  

 MORE ABOUT 
RESEARCH 

175
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  IMPLEMENTATION 
 The treatment or method in any experimental study must 
be administered by someone—the researcher, the teach-
ers involved in the study, a counselor, or some other per-
son. This fact raises the possibility that the experimental 
group may be treated in ways that are unintended and 
not necessarily part of the method, yet which give them 
an advantage of one sort or another. This is known as 
an    implementation threat   . It can happen in either of 
two ways. 

 First, an implementation threat can occur when dif-
ferent individuals are assigned to implement different 
methods, and these individuals differ in ways related to 
the outcome. Consider our previous example in which 
two groups of students are taught by either an inquiry or 
a lecture method. The inquiry teachers may simply be 
better teachers than the lecture teachers. 

 There are a number of ways to control for this pos-
sibility. The researcher can attempt to evaluate the 
 individuals who implement each method on pertinent 
characteristics (such as teaching ability) and then try 
to equate the treatment groups on these dimensions 
(for  example, by assigning teachers of equivalent abil-
ity to each group). Clearly, this is a dif! cult and time-
consuming task. Another control is to require that each 
method be taught by all teachers in the study. Where 

feasible, this is a preferable solution, though it also is 
vulnerable to the possibility that some teachers may 
have different abilities to implement the different meth-
ods. Still another control is to use  several  different in-
dividuals to implement each method, thereby reducing 
the chances of an advantage to either method. 

 Second, an implementation threat can occur when 
some individuals have a personal bias in favor of one 
method over the other. Their preference for the method, 
rather than the method itself, may account for the su-
perior performance of students taught by that method. 
This is a good reason why a researcher should, if at 
all possible,  not  be one of the individuals who imple-
ments a method in an intervention study. It is sometimes 
possible to keep individuals who are implementers ig-
norant of the nature of a study, but it is generally very 
 dif! cult—in part because teachers or others involved in 
a study will usually need to be given a rationale for their 
participation. One solution for this is to allow individu-
als to choose the method they wish to implement, but 
this creates the possibility of differences in characteris-
tics discussed above. An alternative is to have all meth-
ods used by all implementers, but with their preferences 
known beforehand. Note that preference for a method 
as a  result  of using it does not constitute a threat—it 
is simply one of the by-products of the method itself. 

  Figure 9.9  Regression 
Rears Its Head 

“Yeah, no doubt.
A likely example
of a regression

effect, eh?”

“These guys were all selected
because they’ve run the mile under
3:58. But you know, I bet that their
average time will be slower than

3:58 when they run in
tomorrow’s race!”
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This is also true of other by-products. If teacher skill or 
parent involvement, for example, improves as a  result  
of the method, it would not constitute a threat. Finally, 
the researcher can observe in an attempt to see that the 
methods are administered as intended. 

  Examples of an implementation threat are as follows: 

•       A researcher is interested in studying the effects of 
a new diet on the physical agility of young children. 
After obtaining the permission of the parents of the 
children to be involved, all of whom are ! rst-graders, 
he randomly assigns the children to an experimental 
group and a control group. The experimental group is 
to try the new diet for three months, and the control 
group is to stay with its regular diet. The researcher 
overlooks the fact, however, that the teacher of the 
experimental group is an accomplished instructor of 

some ! ve years’ experience, while the instructor of the 
control group is a ! rst-year teacher, newly appointed.  

•       A group of clients who stutter is given a relatively 
new method of therapy called  generalization train-
ing.  Both client and therapist interact with people 
in the “real world” as part of the therapy. After six 
months of receiving therapy, the # uency of these 
clients is compared with that of a group receiving 
traditional in-the-of! ce therapy. Speech therapists 
who use new methods are likely to be more generally 
competent than those working with the comparison 
group. If so, greater improvement for the generaliza-
tion group may be due not to the new method but 
rather to the skill of the therapist.    

  Figure 9.10  illustrates, and  Table 9.1  brie# y summa-
rizes, each of the threats we have discussed.  

 As we have mentioned, meta-analysis is a way of quan-
tifying replications of a study. It is important to note, how-
ever, that the term  replication  is used rather loosely in this 
context, since the studies that the researcher(s) has collected 
may have little in common except that they all have the same 
independent variable. Our concerns are twofold: Merely ob-
taining several studies, even if they all have the same inde-
pendent variable, does not mean that they will necessarily 
balance out each other’s weaknesses—they might all have 
the  same  weakness. Secondly, in doing a meta-analysis, 
equal weight is given to both good  and bad  studies—that 
is, no distinction is made between studies that have been 
well designed and conducted and those that have not been so 
well designed and/or conducted. Results of a well-designed 
study in which the researchers used a large random sample, 
for example, would count the same as results from a poorly 
controlled study in which researchers used a convenience or 
purposive sample. 

 A partial solution to these problems that we support is to 
combine meta-analysis with judgmental review. This has been 
done by judging studies as good or bad and comparing the 
results; sometimes they agree. If, however, there is a suf! cient 
number of good studies (we would argue for a minimum of 
seven), we see little to be gained by including poor ones. 

 Meta-analyses are here to stay, and there is little question 
that they can provide the research community with valuable 
information. But we do not think excessive enthusiasm for the 
technique is warranted. Like many things, it is a tool, not a 
panacea. 

 Some Thoughts 
About Meta-Analysis 

   A  s we mentioned in Chapter 3, the main argument in favor 
of doing a meta-analysis is that the weaknesses in indi-

vidual studies should balance out or be reduced by combining 
the results of a series of studies. In short, researchers who do 
a meta-analysis attempt to remedy the shortcomings of any 
particular study by statistically combining the results of sev-
eral (hopefully many) studies that were conducted on the same 
topic. Thus, the threats to internal validity that we discussed 
in this chapter should be reduced and generalizability should 
be enhanced. 

 How is this done? Essentially by calculating what is called 
 effect size  (see Chapter 12). Researchers conducting a meta-
analysis do their best to locate all of the studies on a particular 
topic (i.e., all of the studies having the same independent vari-
able). Once located, effect sizes and an overall average effect 
size for each dependent variable are calculated.  *    As an ex-
ample, Vockell and Asher report an average delta (∆) of .80 on 
the effectiveness of cooperative learning.  †    

 MORE ABOUT 
RESEARCH 
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  * This is not always easy to do. Frequently, published reports lack the 
necessary information, although it can sometimes be deduced from 
what is reported. 
  † E. L. Vockell and J. W. Asher (1995).  Educational research,  2nd ed. 
Englewood Cliffs, NJ: Prentice Hall, p. 361. 
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      FACTORS THAT REDUCE THE LIKELIHOOD 
OF FINDING A RELATIONSHIP 
 In many studies, the various factors we have discussed 
could also serve to  reduce,  or even prevent, the chances 
of a relationship being found. For example, if the 

methods (the treatment) in a study are not adequately 
implemented—that is, adequately tried—the effect 
of actual differences between them on outcomes may 
be obscured. Similarly, if the members of a control or 
comparison group become “aware” of the experimental 

The teachers in this fictitious
example are discussing the results

of a study which shows that students
who attend private high schools had
higher achievement (as shown by test
scores) than students who attended

public high schools.

(Instrumentation) (Testing) (History)

(Maturation) (Attitude
of subjects)

(Regression) (Implementation)

“Hold on — perhaps
private schools are more likely to expel
the poorer students. So it’s the policy,

not the nature of the school, that
makes the difference.”

“Maybe those
attending private schools have

higher academic aptitude — so it is
not the type of school that

makes the difference.”

“Wait a minute.
Private schools may have more

resources (materials, technologies,
parent support); that could account

for the differences instead of
the type of school

organization.”

(Subject
characteristics)

(Loss of
subjects)

(Location)

“Private school students
may achieve higher scores, not because

of the type of school, but because they are
exposed to a broader range of experiences.

Their parents are more affluent.”

“Maybe private school
students have more opportunities to
practice taking their tests. This could

account for their higher
performance.”

“Is it likely that the
tests to assess achievement are

biased in favor of the curricula found in
private schools? Could the procedure

used in testing favor the private school
students (testing conditions,
adherence to instructions)?”

“Perhaps it is the status and
self-esteem associated with attending a

private school that motivates these students to
achieve at a higher level, rather than the type

of school organization.”

“Maybe there were a lot
of students who scored
really low on the pretest
in the private schools.”

“Maybe private
schools have more experienced
or dedicated teachers and this is

the reason for a difference.”†
“Perhaps private

school students spend more
years in high school than those

in public schools.”*

  Figure 9.10  Illustration of Threats to Internal Validity 
  Note:  We are not implying that any of these statements are necessarily true; our guess is that some are and some are not. 

  * This seems unlikely. 

 †If these teacher characteristics are a  result  of the type of school, then they do not constitute a threat. 

fra97851_ch09_165-184.indd   178fra97851_ch09_165-184.indd   178 12/21/10   6:47 PM12/21/10   6:47 PM



 C H A P T E R  9 Internal Validity 179

treatment, they may increase their efforts because they 
feel “left out,” thereby reducing real differences in 
achievement between treatment groups that otherwise 
would be seen. Sometimes, teachers of a control group 
may unwittingly give some sort of “compensation” to 
motivate the members of their group, thereby lessening 
the impact of the experimental treatment. Finally, the 
use of instruments that produce unreliable scores and/or 
the use of small samples may result in a reduced likeli-
hood of a relationship or relationships being observed.    

How Can a Researcher
 Minimize These Threats 
to Internal Validity?
  Throughout this chapter, we have suggested a number 
of techniques or procedures that researchers can employ 
to control or minimize the possible effects of threats to 

internal validity. Essentially, they boil down to four al-
ternatives. A researcher can try to do any or all of the 
following.  

  1.   Standardize the conditions under which the study 
occurs—such as the way(s) in which the treatment 
is implemented (in intervention studies), the way(s) 
in which the data are collected, and so on. This helps 
control for location, instrumentation, subject atti-
tude, and implementation threats.  

  2.   Obtain more information on the subjects of the 
study—that is, on relevant characteristics of the 
subjects—and use that information in analyzing and 
interpreting results. This helps control for a sub-
ject characteristics threat and (possibly) a mortality 
threat, as well as maturation and regression threats.  

  3.   Obtain more information on the details of the 
study—that is, where and when it takes place, ex-
traneous events that occur, and so on. This helps 
control for location, instrumentation, history, subject 
attitude, and implementation threats.  

TABLE 9.1  Threats to the Internal Validity of a Study 

   Threat  De" nition 

   Subject Characteristics  The selection of people for a study may result in the individuals or groups differing from 
one another in unintended ways that are related to the variables being studied. Also called 
“selection bias.” 

   Mortality  The loss of subjects in a study due to attrition, withdrawal, or low participation rates may 
introduce bias and affect the outcome of a study. 

   Location  The particular locations in which data are collected, or in which an intervention is carried out, 
may create alternative explanations for results. 

   Instrumentation  The ways in which instruments are used may constitute an internal validity threat. Possible 
instrumentation threats include changes in the instrument and how it is scored, characteristics 
of the data collector, and/or bias on the part of the data collector. 

   Testing  The use of a pretest in intervention studies may create a “practice effect” that can affect the 
results of a study and/or how participants respond to an intervention. 

   History  A history threat is when an unforeseen or unplanned event occurs during the course of a study. 
   Maturation  Change during an intervention may be due sometimes to factors associated with the passing of 

time rather than the intervention. 
   Subject Attitude  The way subjects view a study and their participation in it can be considered a threat to 

internal validity; the positive impact of an intervention is known as the “Hawthorne effect.” 
   Regression  A regression threat is possible when change is studied in a group with extreme low or high 

performances as determined by a pretest. On average, the group will score closer to the mean 
on subsequent testing regardless of the treatment or intervention. 

   Implementation  The experimental group may be treated in unintended ways that give them an undue 
advantage affecting results. 
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  4.   Choose an appropriate design. The proper design 
can do much to control these threats to internal 
validity.   

 Because control by design applies primarily to ex-
perimental and causal-comparative studies, we shall 
discuss it in detail in Chapters 13 and 16. The four alter-
natives are summarized in  Table 9.2 .     

  TWO POINTS TO EMPHASIZE 
 We want to end this chapter by emphasizing two things. 
First, these various threats to internal validity can be greatly 
reduced by planning. Second, such planning often requires 
collecting additional information  before  a study begins (or 
while it is taking place). It is often too late to consider how 
to control these threats once the data have been collected. 

TABLE 9.2  General Techniques for Controlling Threats to Internal Validity 

   Technique 

   Threat 
 Standardize 
Conditions 

 Obtain More 
Information on 

Subjects 

 Obtain More 
Information on 

Details 

 Choose an 
Appropriate 

Design 

   Subject characteristics    X    X 
   Mortality    X    X 
   Location  X    X  X 
   Instrumentation  X    X   
   Testing        X 
   History      X  X 
   Maturation    X    X 
   Subject attitude  X    X  X 
   Regression    X    X 
   Implementation  X    X  X 

    Go back to the  INTERACTIVE AND APPLIED LEARNING  feature at the 
beginning of the chapter for a listing of interactive and applied activities. Go to 
the  Online Learning Center  at  www.mhhe.com/fraenkel8e  to take 
quizzes, practice with key terms, and review chapter content. 

  THE MEANING OF INTERNAL VALIDITY  

•       When a study lacks internal validity, one or more alternative hypotheses exist to explain 
the outcomes. These alternative hypotheses are referred to by researchers as  threats to 
internal validity.   

•       When a study has internal validity, it means that any relationship observed between two 
or more variables is unambiguous, rather than being due to something else.    

  THREATS TO INTERNAL VALIDITY  

•       Some of the more common threats to internal validity are differences in subject char-
acteristics, mortality, location, instrumentation, testing, history, maturation, attitude of 
subjects, regression, and implementation.  

  Main Points 
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•       The selection of people for a study may result in the individuals or groups differing 
(i.e., the characteristics of the subjects may differ) from one another in unintended 
ways that are related to the variables to be studied.  

•       No matter how carefully the subjects of a study (the sample) are selected, it is com-
mon to lose some of them as the study progresses. This is known as  mortality.  Such 
a loss of subjects may affect the outcomes of a study.  

•       The particular locations in which data are collected, or in which an intervention is 
carried out, may create alternative explanations for any results that are obtained.  

•       The way in which instruments are used may also constitute a threat to the internal va-
lidity of a study. Possible instrumentation threats include changes in the instrument, 
characteristics of the data collector(s), and/or bias on the part of the data collectors.  

•       The use of a pretest in intervention studies sometimes may create a “practice effect” 
that can affect the results of a study. A pretest can also sometimes affect the way 
subjects respond to an intervention.  

•       On occasion, one or more unanticipated and unplanned for events may occur during 
the course of a study that can affect the responses of subjects. This is known as a 
 history threat.   

•       Sometimes change during an intervention study may be due more to factors asso-
ciated with the passing of time than to the intervention itself. This is known as a 
 maturation threat.   

•       The attitude of subjects toward a study (and their participation in it) can create a 
threat to internal validity. This is known as  subject attitude threat .  

•       When subjects are given increased attention and recognition because they are partici-
pating in a study, their responses may be affected. This is known as the  Hawthorne 
effect.   

•       Whenever a group is selected because of unusually high or low performance on a 
pretest, it will, on average, score closer to the mean on subsequent testing, regardless 
of what transpires in the meantime. This is called a  regression threat.   

•       Whenever an experimental group is treated in ways that are unintended and not a 
necessary part of the method being studied, an implementation threat can occur.    

  CONTROLLING THREATS TO INTERNAL VALIDITY  

•       Researchers can use a number of techniques or procedures to control or minimize 
threats to internal validity. Essentially they boil down to four alternatives: (1) stan-
dardizing the conditions under which the study occurs, (2) obtaining and using more 
information on the subjects of the study, (3) obtaining and using more information on 
the details of the study, and (4) choosing an appropriate design.          

  Key Terms     data collector bias 171   
   Hawthorne effect 174   
   history threat 172   
   implementation 

threat 176   
   instrument decay 170   
   internal validity 166   

   location threat 169   
   maturation threat 173   
   mortality threat 167   
   regression threat 175   
   subject attitude 

threat 174   

   subject characteristics 
threat 167   

   testing threat 171   
   threats to internal 

validity 167     
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  1.   Can a researcher prove conclusively that a study has internal validity? Explain.  
  2.   In Chapter 6, we discussed the concept of external validity. In what ways, if any, 

are internal and external validity related? Can a study have internal validity but not 
external validity? If so, how? What about the reverse?  

  3.   Students often confuse the concept of internal validity with the idea of instrument 
validity. How would you explain the difference between the two?  

  4.   What threat (or threats) to internal validity might exist in each of the following? 
  a.    A researcher decides to try out a new mathematics curriculum in a nearby ele-

mentary school and to compare student achievement in math with that of students 
in another elementary school using the regular curriculum. The researcher is not 
aware, however, that the students in the new-curriculum school have computers 
to use in their classrooms.  

  b.    A researcher wishes to compare two different kinds of textbooks in two high 
school chemistry classes over a semester. She ! nds that 20 percent of one group 
and 10 percent of the other group are absent during the administration of unit tests.  

  c.    In a study investigating the possible relationship between marital status and per-
ceived social changes during the last ! ve years, men and women interviewers get 
different reactions from female respondents to the same questions.  

  d.   Teachers of an experimental English curriculum as well as teachers of the regular 
curriculum administer both pre- and posttests to their own students.  

  e.    Eighth-grade students who volunteer to tutor third-graders in reading show 
greater improvement in their own reading scores than a comparison group that 
does not participate in tutoring.  

  f.    A researcher compares the effects of weekly individual and group counseling on 
the improvement of study habits. Each week the students counseled as a group 
! ll out questionnaires on their progress at the end of their meetings. The students 
counseled individually, however, ! ll out the questionnaires at home.  

  g.   Those students who score in the bottom 10 percent academically in a school in 
an economically depressed area are selected for a special program of enrichment. 
The program includes special games, extra and specially colored materials, spe-
cial snacks, and new books. The students score substantially higher on achieve-
ment tests six months after the program is instituted.  

  h.   A group of elderly people are asked to ! ll out a questionnaire designed to investi-
gate the possible relationship between activity level and sense of life satisfaction.     

  5.   How could you determine whether the threats you identi! ed in each of the situations 
in question 4 actually exist?  

  6.   Which threats discussed in this chapter do you think are the most important for a 
researcher to consider? Why? Which do you think would be the most dif! cult to 
control? Explain.    

  For Discussion  

  Note    1.   F. J. Roethlisberger and W. J. Dickson (1939).  Management and the worker.  Cambridge, MA: Harvard 
University Press.    

fra97851_ch09_165-184.indd   182fra97851_ch09_165-184.indd   182 12/21/10   6:47 PM12/21/10   6:47 PM



 C H A P T E R  9 Internal Validity 183

  Research Exercise 9: Internal Validity 
 State the question or hypothesis of your study at the top of Problem Sheet 9. In the spaces indi-
cated, place an  X  after each of the threats to internal validity that apply to your study, explain 
why they are threats, and describe how you intend to control for those most likely to occur (i.e., 
prevent them from affecting the outcome of your study). Finally, what can you say to convince 
others that the results of your study are credible and not due merely to coincidence or chance? 

  Problem Sheet 9 

 Internal Validity 
   1.   Place an X after any of the threats listed below that you think might apply to your 

study: 

  Subject characteristics _____   Instrumentation _____   Maturation _____ 

  Mortality _____   Testing _____ History _____ Subject attitude _____ 

  Implementation _____ Location _____ Regression _____ Other  

  2.   Please describe how you will attempt to control for those threats that you have 
marked above: 

 Threat #1: ___________________________________________________________ 

  

 Threat #2: ___________________________________________________________ 

  

 Threat #3: ___________________________________________________________ 

  

 Threat #4: ___________________________________________________________ 

   

  3.   What assurances can you provide (through your design, sampling procedure, etc.) to 
support the claims that your study ! ndings are valid? In other words, how will you 
convince the reader that the ! ndings or relationships resulting from the study are not 
due to or explained by something other than what you claim? 

  

  

    

     An electronic version 
of this Problem Sheet 
that you can " ll in and 
print, save, or e-mail 
is available on the 
Online Learning Center 
at www.mhhe.com/
fraenkel8e.            

fra97851_ch09_165-184.indd   183fra97851_ch09_165-184.indd   183 12/21/10   6:47 PM12/21/10   6:47 PM



This page intentionally left blank 


